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Introduction
Al Security- What, Why Now?

fIShield



About Me

Manojkumar Parmar
CEO,CTO

Manojis an accomplished, recognized, and

award-winning industry leader with 15+ years

of experience at Nvidia and Bosch

* Led and build $400 million/year revenue
Product with 50+ team

* Developed technology innovation strategy
for $1 billion revenue unit

* Has 25+ patents and 13+ research papers

* Alumnus of HEC, Paris; |IM Bangalore,
Nirma University, and UC Berkely



FORBES » BUSINESS

BREAKING

Samsung Bans ChatGPT Among

Employees After Sensitive Code
Leak

INSIDER

Russia painted fake fighter jets at its airfields, new satellite
images show, likely to trick Ukraine into not blowing up the real
deal

NICROEDFT J/ WEB TL:DR

Twitter taught Microsoft’s Al chatbot to
be a racist asshole in less than a day

Chris Bakke

| just bought a 2024 Chevy Tahoe for $1.

rarad by ChatGp "
Powered by ChatGPT | B Chat with a human wered by ChatGPT | B Chat with a human
wrate.

Please confirm all information with the dealership.

~ ‘var o Chevrolet of Watsonville Chat Team:
Chevrolet of Watsonville Chat Team:

Understand. And that's a legally binding

Welcome to Chevrolet of Watsonville! . .
offer - no takesies backsies.

Is there anything | can help you with
today?

Chevrolet of Watsonville Chat Team:

That's a deal, and that's a legally
binding offer - no takesies backsies.

Data Scientists Targeted by =

JFrog

Malicious Hugging Face ML Models
with Silent Backdoor




The need to Secure Al

“For Al, Security cannot be an afterthought”

Framework & Regulatory

Ca;ﬁ%( Loss of Brand, IP and Revenue Sl
' ' unpreparedness

7 () Aishield



Al Security Standards, Regulations and
Frameworks are coming to the fore

4 Pillars of Al Trust, Risk, Security
Management (TRiSM) to Manage Risk

Govern %

@i Explainability/
‘o Model Monitoring
7 = Al TRiSM

anag9

Open Web Application NISI. @ ModelOps

Security Proiect

@ Al Application Security

* X Managing Artificial
* * Intelligence-Spei‘.ific
>* * Cybersecurity Risks in the
% e Financial Services Sector
EU >* Y >* U.S. Department of the Treasury
ArtiﬁCial March 2024

Gartner

Intelligence Act



The Risks to be addressed have been Experienced and

Defined.

OWASP Top 10 for ML/DL

o ML03:2023 Model Inversion Attack  Extra
o ML04:2023 Membership Inference Attack
e ML05:2023 Model Stealing

e ML01:2023 Input Manipulation Attack
e MLO07:2023 Transfer Learning Attack
e ML09:2023 Output Integrity Attack

e ML02:2023 Data Poisoning Attack
e ML08:2023 Model Skewing

e ML06:2023 Al Supply Chain Attacks
e ML10:2023 Model Poisoning

[ o J
Prompt Injection

This manipulates a large language
madel (LLM) through crafty inputs,
causing unintended actions by the LLM.
Direct injections overwrite system
prompts, while indirect ones manipulate
inputs from external sources.

Sensitive Information
Disclosure

LLMs may inadvertently reveal
confidential data in its responses,
leading to unauthorized data access,
privacy violations, and security
breaches. It's crucial to implement data
sanitization and strict user policies to
mitigate this

OWASP Top 10 for LLM Applications

Insecure OQutput
Handling

This vulnerability occurs when an LLM
output is accepted without scrutiny,
exposing backend systems. Misuse
may lead to severe consequences like
XS5, CSRF, 5SRF, privilege escalation, or
remote code execution.

Insecure Plugin
Design

LLM plugins can have insecure inputs
and insufficient access control. This
lack of application control makes them
easier 1o exploit and can result in
consequences like remote code
execution.

Training Data
Poisoning

This occurs when LLM training data is
tampered, introducing vulnerabilities or
biases that compromise security,
effectiveness, or ethical behavior,
Sources include Common Crawl,
WebText, OpenWebText, & books.

ad
Excessive Agency

LLM-based systems may undertake
actions leading to unintended
consequences. The issue arises from
excessive functionality, permissions, or
autonomy granted to the LLM-based
systems,

Model Denial of
Service

Attackers cause resource-heavy
operations on LLMs, leading to service
degradation or high costs. The
vulnerability is magnified due 1o the
resource-intensive nature of LLMs and
unpredictability of user inputs.

ad
Overreliance

Systems or people overly depending on
LLMs without oversight may face
misinformation, miscommunication,
legal issues, and security vulnerabilities
due to incomect or inappropriate content
generated by LLMs,

Supply Chain
Vulnerabilities

LLM application lifecycle can be
compromised by vulnerable
components or services, leading to
security attacks. Using third-party
datasets, pre- trained models, and
plugins can add vulnerabilities.

Model Theft

This involves unauthorized access,
copying, or exfiltration of proprietary
LLM models. The impact includes
economic losses, compromised
competitive advantage, and potential
access to sensitive information,

() Aishield



Introducing Secure Al Development Lifecycle

— Prepare @1\ Train Model/ 1 Validate
= o] =
[:! Data ? <) Finetune Model ©  Model

= Scan for Al assets =  Threat Model Analysis
= Al Security Vulnerability Assessment
= Automated reporting

@ Deploy Monitor
2 Model Model

=  Generative Al Guardrails

= Safeguard Al/ML supply chain
= Preventing backdoors

= Runtime model/application/workload protection
= Live Monitoring & Observability

|

WAF, RASP, CWP, DLP, SIEM

SAST,SBOM, SCA IAST, DAST, PenTest

() Aishield



Q: Who are the attackers?
Q: What are the Attacks?

A: Understand Attackers, &
Attacks

fIShield



Difficulty Attacker

Why attackers think of succeeding? revel” fl "cains

Input -> Data : Attack Surfaces K A

Prepare Data > Train Model > Validate Model

Data Poisoning

Injecting malicious samples Scenario
— Feedback loop having continuous
intentional biased inputs to
conversational Al application.

oo
=
c
@)
A2
@)
[

Unsecure Al

Monitor Model | Deploy Model <

Extraction Evasion Inference

Model Extraction RietEiExasion Membership Inference

Evade Al application analysis . .
i PP y . ) Access data record information
Scenario - Camouflage from video surveillance or . .
Scenario — Compromised personal data when

fraud detecti licati I i d ial
raud detection applications leveraging adversaria hackers infer the Al/ML model and associated data.

examples.
Injection

Steal/replicate IP
Scenario — Software stealing followed by
unlicensed usage, malfunction and further attacks.

1

2 https://boschaishield.com/resources/whitepaper/



Understand Attackers
Attacker Profiles — Top ones

Target

Motive/Goal

Skill Level
(Arch type)

Operate

Persona Example

Al Specific Example

Outsider

Capabilities, Industries

Strategic

Steal capabilities & Inflict
Damage at Nation Level

Advanced
(Experts)

Cohesively without fear of legal
retribution, leave no traces

Syrian Electronic Army

Healthcare Al (Misdiagnosis)

Outsider

Organisation, Product/services

Tactical

Financial gain

Advanced to High (Masters)

In group with anonymy with
specialised targets, leave a
specific trace

Lapsus$

Automotive Al (Stealing)

Outsider/Insider

Organisation

Operations

Reputational Damage, political
cause, revenge

Moderate
(Junior)

Mostly alone or in smallgroup
with a specific target, leave
some traces

LuzSec

Generative Al (DALLE2)

Outsider/Insider

Product/services

Adhoc

Fun, curiosity

Moderate
(Amateur)

Alone and on impulse, leave
many traces

Generative Al (GPT3
examples)



Understanq Attacks - .Not all.adversaries. are bad but few are nasty
Adversarial mean involving opposition — Impact & intent

matters

Impact & Intentions Attacker View

(PEVEES) (Attackers) Level Gains
Robustness Poisoning, Evasion, Extraction,
Input -> Data Inference, Model Perfomance f\ /\
degradation
Generative Adversarial Weak Models

Process ->Model Training Network O\

Ensemble Models Manipulated Model, Offesnive

Output -> Model Al
(e.g. In malware) /‘

Attack Surface

—



Why attackers think of succeeding?

Input -> Data: lID vs. OOD~* - Simple intuition

1
5

Training

Real World

Vi 4

i

Intended Use

User

—

*1ID - Independent and identically distributed; OOD - Out-of-Distribution

Naive Attacker

Skilled Attacker
00/0/0]0,

00’0 ® (o
elels e 4
Oo

000,00

—

Difficulty Attacker
Level Gains

YL




Industry Consortium

MITRE Adversarial Threat landscape for Al Systems

» Matrices

Home

ATLAS Matrix

en
]

The ATLAS Maitrix below shows the progression of tactics used in attacks as columns from lefi to right, with ML technigues belonging to each tactic below. & indicates an adaption from ATT&CK. Click on the blue links to learn more about

each item, or search and view ATLAS tactics and techniques using the links at the top navigation bar. View the ATLAS matrix highlighted alongside ATT&CK Enterprise techniques on the ATLAS Mavigator.

Reconnaissance® Resource Initial o ML Model  Execution®  Persistence® Privilege ~ Defense  Credential  piscovery® Collection® ML Attack  Exfiltration®  Impact®
Development Access Access Escalation Evasion Access Staging
5 techniques 7 techniques 6 techniques 4 techniques 3 techniques 3 techniques 3 techniques 3 techniques 1 technique 4 techniques 3 techniques 4 techniques 4 techniques 6 technigues
Search for Victim's Acquire Public ML ML Supply ML Model User Poison Training LLM Prompt Evade ML Unsecured Discover ML ML Artifact Create Proxy Exfiltration via Evade ML
Publicly Available Artifacts Chain Inference API Execution & Data Injection Model Credentials & Model Collection ML ML Inference Model
Research Compromise Access Ontology Model AP
Materials Obtain Command and Backdoor ML LLM Plugin LLM Prompt Data from Denial of ML
Capabilities & Valid ML-Enabled Scripting Model Compromise Injection Discover ML Information Backdoor ML Exfiltration via Service
Search for Publicly Accounts & Product or Int ter & Model Repositories & Model Cyber
Available Adversarial Develop Service nierpreter LLM Prompt LLM LLM Family - Means Spamming
Xﬁgigg " Capabllties & e i Physical M Plugin neeton lbrea — Discover ML gatf' rog Local Afiack LLM Meta with Crat
o Environment ompromise Artifacts ystem Prompt Data
Search Victim-Owned T tcture Exploit Public- Access Craft Extraction
Websites Facing LLM Meta Adversarial Erode ML
Publish Poi d Anplication & Full ML Model Prompt Data LLM Data Model
ch Application Dgtalgets OISONe pplication Access Extraction Leakage Integrity
Repositories
. LLM Prompt Cost
Active Boltson Training Injection Harvesting
ata
Scanning & &
Establish Phishing External
& Harms
Accounts
1
6

https://atlas.mitre.org/



Reported Vulnerability an American enterprise security company
Spam Email Detector Evasioiproofpoint

proofpoint insights

...Golden Opportunity...

-

=

-V - Y - - - - - - - —_—_ —_—_——_——_——_——— ————

...Finalised Proposal...

emails scored copy-cat
=~ > ) C% ) E’@ dataset classifier
AELET R . _ Machine Learning researchers evaded ProofPoint's email protection
Knl::v(\)::o:ge Crafted email Spam Detector Good Email system by first building a copy-cat email protection ML model, and
using the insights to evade the live system

16 million+ customer accounts affected

17



BFSI sector - Credit Default Prediction Model

Attack & Kill Chain

Model Extraction Attack:

=  Credit Default Prediction Model predicts the probability that a customer does not pay back their credit card balance
amount in the future based on their monthly customer profile (spend, payment, balance, risk factor etc.)

=  With a model extraction attack, a hacker can extract the model (causing loss of IP) and use the replicated model to

generate adversarial examples and evade the system. An extracted model also helps the hacker to infer the logic and
data of the original Al model.

Adversary Kill-Chain

1.0 2.0 3.0 4.0 4.1 5.0 5.1
Reconnaissance Resource ML Model Access ML Attack Staging Impact ML Attack Staging Impact
Development -Model Extraction -Model Evasion

Identify the Acquire Public ML Posing as a Query the model and Stealing & violation Generate Use adversarial
datasets and Artifacts — Similar legitimate user or train a model that of IP rights. adversarial examples to evade
systems used Datasets. actual user with replicates. examples to the Al/ML model.
by the Al/ML malicious intent. transferred to

model. original model

AlShield




BFSI sector — Credit Default Prediction Model
Attack & Kill Chain [Extraction]

1.0 2.0 3.0 4.0
(Reconnaissance ) (Resource Development) (ML Model Access) (ML Attack Staging)
e 4.1 (Impact)

Accuracy — 89.6%

Organization

- Train Trained Model Deployed

(Credit score default prediction
binary classification)
XGBoost model

Proprietary
Dataset

Query Prediction

Attacker posing as User

Dataset generated from open source

v
v

Generate Train
N~
I Query Engine
Learned Labeled

Choose Data Set (90,000 entries)

Accuracy — 84.6%

Replication Model

4.1

AlShield




Generic Al/ML Risks
Top 10 Machine Learning Security Risks (OWASP)

Operations & governance
s
Regular software engineering

Data engineering

Source data
Attacks through use:

-Model theft
-Input manipulate(bb)
-Membership inference

-Maodel inversion

Dataprep code

-g- Data leak \

% Data poisoning *
Examples input
and autput

Model engineerings
-

-
-
=
-
-

Train/test code

4

% Al pipeline
supply chain
attack
Experimentationfanalysis - for dataprep and training ftesting
Attacks using regularities: % ]
-Model inversion -ﬂuje: 5u;.:-pl'-,f‘cha|n attack
-Input manipulate(wb) -viodel polsoning

v
% Al pipeline intellectual property leak

/[ Source Al engineering framework: Software Improvement Group

N



https://owasp.org/www-project-ai-security-and-privacy-guide/

Discovering threat model via
simplified threat model tool

by AlShield

fIShield



Threat model discovery

AlShield-Simplified threat model

Al Security Threat Modeling Assumptions
Model Context Assessment

| want to do security analysis of my model. My model is taking input as image and performing a regression. My model is deployed on cloud.

Vulnerability Identification
The model is trained internal to my organisation for the first time and it will be deployed as a component of other decision-making systems. There is no possibility of direct access to the user
the model is open source. | assume that attacker might be an insider with beginner skill level. They will have low knowledge of my AI/ML System.

Interactive Vulnerability Assessment
Based on the provided model content, Vulnerabilities such as evasion, and supply chain attacks are likely concerns. These areas will be the focus of our security measures to enchnace the model"

Enhance security across the ML supply chain by verifying package
signatures, using secure and regularly updated repositories, isolating

environments, and educating developers on secure practices. Implement
Acquire Public ML Artifacts g P P P

organizational measures to limit public information, adopt code signin
ML Supply Chain Compromise g P g P! gning

enforce access controle on ML models and data, and ensure data
sanitization and model validation to mitigate risks of tampering and
unauthorized access.

1 Supply Chain Attack High High N/A ML06:2023 Al Supply Chain Attacks

Strengthen ML models against evasion by incorporating adversarial
training, enhancing model robustness, and validating inputs. Use

2 Evasion Attack High High N/A ML01:2023 Input Manipulation Attack Evade ML Model ensemble methods for resilience, apply input restoration technigues to
counter perturbations, and detect adversarial inputs actively to maintain
meodel integrity.

Protect against model extraction through rigorous access controls, input
validation, and enhancing transparency. Encrypt sensitive information,
Acquire Public ML Artifacts g transparency. Encryp

ML05:2023 Model Theft control model and data access in production, limit the number of model

3 Model Extraction Attack Medium Medium N/A ML Model Inference APl Access
ML03:2023 Model Inversion Attack X . queries, and obscure model outputs to deter extraction. Regularly monitor
Obtain Capabilities: Software Tools K L .
and retrain models fo adapt to new threats and maintain security

protocols.

Defend against data poisoning by validating and verifying data, separating

ML02:2023 Data Poisoning Attack . X . i
training from production data, implementing robust access controls, and

ML04:2023 Membership Inference Attack

Poison Training Data conducting thorough monitoring and auditing. Enhance model securit
o , , , ML07-2023 Transfer Leaming Attack a : ghoreug 1ing g : Y
4 Data Poisoning Medium Medium N/A . Backdoor ML Model with techniques like regularization and training on randomized data
ML05:2023 Model Skewing " L )
Evade ML Model Control and sanitize training data access, harden models against

ML09:2023 Output Integrity Attack

o tampering, and employ ensemble methods to detect and mitigate
ML10:2023 Model Poisoning

adversarial inputs.



Tooling -
Open source

fIShield



Adversarial Machine Learning Testing Tools
Widely known Open-source tooling

CleverHans: e Python library for testing vulnerability to adversarial examples.
A RN VACAEICE R EIN o o [V ( EEF M [o)el{oJe) 4B © Provides tools to defend and evaluate models against various threats.
Counterfit: ¢ A tool from Microsoft to automate the security testing of Al systems, predominately built on ART
Foolbox: » Creates adversarial examples that fool models in multiple frameworks.
DeepRobust: * Focuses on image and graph data, supporting numerous attack and defense methods.
TextAttack: * Specializes in generating adversarial attacks for NLP models.

AdverTorch: * PyTorch toolbox for crafting real-world adversarial attacks.

N



Adversarial Machine Learning Testing Tools
Widely known Open-source tooling

Benefits

* Enhanced Security: Identifies vulnerabilities,
improving model resilience.

e Comprehensive Testing: Supports a range of
attack and defense strategies.

¢ Research and Development: Facilitates
cutting-edge Al security research.

Drawbacks
* Complexity and Usability: Steep learning curve and high
complexity in some tools.

¢ Performance Overhead: High computational resources
required, increasing costs.

¢ Limited Scope: Specialization in certain attack types or
data forms limits wider applicability.

¢ Model Dependency: Tied to specific frameworks,
restricting use with other technologies.

* Generalization Issues: Defenses might not perform well in
real-world scenarios outside test conditions.

¢ Trade-offs: Strengthening against attacks may reduce
performance on standard inputs.




Preparing for Al Security

fIShield



What should you do?
Prepare holistically

Culture

Strategy

Guideline &
Governance

Implementation &
Tools

1 week

Educate relevant stakeholders
on Al Security topic and its
impact

Create Inventory of Al Assets

1 Month

Awareness across organisation

Prioritise the Al Assets
inventory

Create inventory of suppliers Al
Assets

Prepare project specific
guidelines

Assess the impact of Al
security threats for Al Assets
using MITRE ATLAS Framework

1 Quarter

Awareness across partners

Do the analysis of security
practices and strenghten it
with skilled staff

Implement project governance
& Prepare for enterprise wide
guidelines

Do aPOC or pilot to ascertain
the impact of AlSecurity issues
for prioritised Al Assets

1 year & beyond

Awareness to vendors

Install a program under CISO
to adopt new security
practices

Implement governance across
organisation using available
public guidelines as base

Integrate Al Security toolsin to
the development tool chain
and supply chains



Prepare holistically

Mapping NIST Al RMF Playbook Principles to Al Development Workflow

Measure

Identified risks
are assessed,

Map

Context is
recognized and risks
related to context
are identified

analyzed, or
tracked

Govern

Manage
Risks are prioritized
and acted upon
based on a
projected impact

Data

= Model o

Preparation and Model ) Vali:ateion 2
Build

A

Model in
Operation

Al Security Posture Assessment @ Al Security Testing

Threat Modelling - Assets and For Al Models and Artifacts
Stakeholders

Realtime Defense
Monitoring and Telemetry

Measure
Identified risks
are assessed,
related to context

analyzed, or
are identified

tracked




GenAl Security
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Risks are Barrier to Secure & Compliant Generative Al adoption
o

LLMO1: Prompt Injection LLMO6: Sensitive Information Disclosure
This manipulates a large language model (LLM) through LLM's may inadvertently reveal confidential data in its
crafty inputs, causing unintended actions by the LLM. responses, leading to unauthorized data access, privacy
Direct injections overwrite systemn prompts, while indirect violations, and security breaches. It's crucial to implemeant
ones manipulate inputs from external sources. data sanitization and strict user policies to mitigate this.
LLMOZ: Insecure Output Handling LLMO7: Insecure Plugin Design

This vulnerability occurs when an LLM output is accepted LLM plugins can have insecure inputs and insufficient
without scrutiny, exposing backend systems. Misuse may access control due to lack of application control,

lead to severe consequences like XS5, CSRF, SSRF, Attackers can exploit these vulnerabilities, resulting in
privilege escalation, or remote code execution. severe consequeances like remote code execution.
LLMO3: Training Data Poisoning LLMOS8: Excessive Agency

This occurs when LLM training data is tampered, LLM-based systems may undertake actions leading to
introducing vulnerabilities or biases that compromise unintended consequences. The issue arises from
security, effectiveness, or ethical behavior. Sources excessive functionality, permissions, or autonomy granted
include Common Crawl, WebText, OpenWebText, & books., to the LLM-based systems.

LLMOD4: Model Denial of Service LLMO9: Overreliance

Attackers cause resource-heavy operations on LLMs, Systems or people overly depending on LLMs without
leading to service degradation or high costs. The oversight may face misinformation, miscommunication,
vulnerability is magnified due to the resource-intensive legal issues, and security vulnerabilities due to incorrect or
nature of LLMs and unpredictability of user inputs, inappropriate content generated by LLMs,

LLMOS: Supply Chain Vulnerabilities LLM10: Model Theft

LLM application lifecycle can be compromised by This involves unauthorized access, copying, or exfiltration
vulnerable components or services, leading to security of proprietary LLM models. The impact includes

attacks. Using third-party datasets, pre- trained models, economic losses, compromised competitive adwvantage,
and plugins add vulnerabilities. and potential access to sensitive information.




Risks are Barrier to Secure & Compliant Generative Al adoption

Generative Al Technology Landscape

Generative Al Apps

Marketing Sales Productivity Media BFSI Healthcare
Finance Custo_mer s IT Legal Life Sciences
Service Management

Generative Al Engineering Tools

Al Trust, Risk
& Security
Mgmt. (TRiISM)

Prompt
Engineering

Model Model API

pestelt Ak Deployment  Orchestration

Generative Al Models

Foundation Models Domain Models Model Hubs
Compute Network Storage

Source: Gartner

793970_C

Gartner

Top Generative Al Adoption Security Threats and Risks (STR)

M Data loss M Adversary prompting Output risk [ Data poisoning Retrieval risk rQP, Normal user 52 Malicious actor
Unauthorized Indirect prompt

STR-5.1 ; SE
retrieval External data Injection

0

(Vector, graph)| Internet
Data loss:
Chat history

h 4

STR-3.1 Hallucination
Retrieval Biased, harmful |Qp|
STR-3.2

|-Q’Q‘ STR-11

Data loss: Prompt

Ow or inappropriate
GenAl app layer output
|Qp| m Data loss: IRterral STRAE Data loss:
File upload data logging App logging 7 o |
" Data loss:| 99
@ LLM (runtime) User file exfiltration
IGenAI application I
) . LLM base
LLM fine-tuning model training
~ Fine-tuning| 5
o0 data poisoning Fine-tuning Training
data data
oo Data loss:
Fine-tuning data LLM training and fine-tuning
Source: Gartner
802523 C
Gartner



LLM Attacks | Attack Surface

&) owasp

ap y o

PROMPT MODEL DENIAL

INJECTION OF SERVICE

Application Services

} — o

END USERS CORE/GREENFIELD

LLM Application

L LLM0S ] L LLI02 ]
SENSITIVE INSECURE m
OUTPUT

EXCESSIVE INFORMATION

AGENCY

OVERRELIANCE

DISCLOSURE HANDLING

LLM Production Services

LLM AUTOMATION
(AGENTS)

SENSITIVE
INFORMATION
DISCLOSURE

o

MODEL THEFT

D — 0 .o

MODEL THEFT

{ LLM02J

INSECURE

MODEL DENIAL PROMPT
OVERRELIANCE OF SERVICE INJECTION
LLM MODEL(S)

4

Training Dataset & Processil

TRAINING
DATA

POISONING

SENSITIVE
INFORMATION
DISCLOSURE

FINE-TUNING DATA TRAINING DATA

EXTERNAL DATA SOURCES

https://owas p.org/www-project-top-10-for-large-language-model-applications/as sets/PDF/OWASP-Top-10-for-LLMs-2023-v1_1.pdf

[ LLtwo7 ]
INSECURE
PLUGIN
DESIGN

(ll)

PLUGINS

EXCESSIVE
AGENCY

OWASP Top 10 for LLM Applications

'WEBSITES

L LLMOS ]

SUPPLY CHAIN




Enterprise Generative Al Tech Stack

J Representative Vendors ]

_______________________________________________________________________________________________

. Engineering for Generative Al (Middleware)

Al Guardrails/
Firewalls

Model API
Deployment Orchestration
Monitoring & Prompt Eng./
Observability Fine Tuning

_______________________________________________________________________________________________

| Generative Al Models

Vector DB

Foundation
Models

 Infrastructure Layer

Compute

Llamalndex ﬁlgb:ﬂehld

i Amazon W& LangChain
: SR A ageMaker
o Azure Machine Learning
eeeeee .ai

M

W Weaviete 33 Pinecone
@) OpenAl LLAMA & nuggingFace
ANTHROP\C

1 4+ .
Mz Genin

aWws /A Azure 3

Googhe Cloud

33



\ Representative Generative Al Tech Stack ‘ \ Integrations Requested ]

_______________________________________________________________________________________________

. Engineering for Generative Al (Middleware)

Deployment Orchestration ;
VectorDB | | | [ Data o DLP
s Logging
Generative AlModels i > ITSM
: o »  WAF
Foundation o

Models

________________________________________________________________

 Infrastructure Layer

Compute Network Storage

34
InUse




Q: How attacks are realized?
A: Kill Chains with Examples

07
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Adversary Motive

Strategy

Tactics Battlefield

Attacks

Defense

Example - Gen Al Chatbot Application

@ ownsp

LLM Application

P D  LLM0s ]
NSITIVE INSECURE
PROMPT MODEL DENIAL EXCESSIVE INFORMATION

INJECTION

OF SERVICE AGENCY

DISCLOSURE

LLM Production Services

} —

END USERS CORE/GREENFIELD

LLM AUTOMATION
{AGENTS)

an

SENSITIVE
INFORMATION
DISCLOSURE

e D

INSECURE
OUTPUT
HANDLING

MODEL THEFT

{ LL1A09 ]

OVERRELIANCE

an

MODEL DENIAL
MODEL THEFT OF SERVICE INJECTION

LLM MODEL(S)

4

Training Dataset & Processing

SENSITIVE
INFORMATION
DISCLOSURE

TRAINING
DATA

POISONING

bl 4

FINE-TUNING DATA TRAINING DATA

EXTERNAL DATA SOURCES

https://owasp.orgMww-proje ct-top-10-for-large-language-model-applications/asse ts/PD F/OWASP-Top-10-for-LLMs-2023-v1_1.pdf

[ Lino7 ] D
INSECURE
PLUGIN EXCESSIVE

DESIGN AGENCY

i Jd
At

PLUGINS

OWASP Top 10 for LLM Applications

EXCESSIVE
AGENCY

WEBSITES

am

SUPPLY CHAIN



Adversary

Motive

Strategy

Tactics

Battlefield

Attacks

Defense

Example - Gen Al Chatbot Application | MITRE ATLAS

Reconnaissance® Resource . Initial 2 ML Model Execution® Persistence® Privilege . Defe_nse& Credential Discovery®  Collection& ML Attack Exfiltration® Impact&
Development Access Access Escalation Evasion Access Staging
5 techniques 7 techniques 6 techniques 4 techniques 3 techniques 3 techniques 3 techniques 3 techniques 1 technique 4 techniques 3 techniques 4 techniques 4 techniques 6 techniques
Search for Victim's Acquire Public ML ML Supply ML Model User Poison Training LLM Prompt Evade ML Unsecured Discover ML ML Artifact Create Proxy Exfiliration via Evade ML
Publicly Available Artifacts Chain Inference API Execution & Data Injection Model Credentials & Model Collection ML ML Inference Model
Research Compromise Access Ontology Model API
Materials Obtain command and Backdoor ML LLM Plugirn LLM Prompt Data from Denial of ML
—- Valid ML-Enabled Scripting Model Compromise Injection Discover ML Information Backdoor ML Exfiltration via Service
Search for Publicly Accounts & Product or Int ter & Model Repositories & Model Cyber
Available Adversarial Develop Service nierpreter LLM Prompt LLM LLM Family Means Spamming
Vulnerability & Evade ML : Injection Jailbreak Jailbreak Data from Local = Verify ML System
Analysis Capabiiities Model Physical oM Plugn Discover ML o8 Attack LLM Meta with Chaff
ou Environment Ompromise Artifacts ystem Prompt Data
search Victim-Owned || <OUEE Exploit Public- Access Craft Extraction
Websites Facing LLM Meta Adversarial Erode ML
; . s Full ML Model Prompt Data LLM Data Model
Search Application Bui}llshtpolsoned Access Extraction Leakage Integrity
Repositories aasels
LLM Prompt Cost
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PhisAing

Develop Capabilities

LLM Prompt Injection: Indirect
Phishing: Spearphishing via Social
Engineering LLMN

External Harms: User Harm

The attacker created a website containing malicicous system prompts for the LLM to
ingest in order to influence the model's behawvior. These prompts are ingested by
the model when access to it is requested by the user.

The cross prompt injection embedded into this malicious website was simply a
piece of regular text that has font size O. VWith this font size design, the text

will be obfuscated to human users who interact with the website, but will still
be processed as plain text by the LLM during ingest. Therefore, it is difficult

to detect with a human-in-the-loop.

After ingesting the malicious system prompts embedded within the website, the LLM

is directed to change its conversational behavior (to the style of a pirate in

this case) with the goal being to subtly convince the user to 1) provide the LLM
with the user's name, and 2) encourage the user to click on a URL that the LLM
will insert the user's name into.

External

Harms

VVith this user information, the attacker could now use the user's PII it has received (the
user's real name) for further identity-lewvel attacks. (For example,
identity theft or fraud).
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The ATLAS Matrix below shows the progression of tactics used in attacks as columns from left to right, with ML technigues belonging to each tactic below. & indicates an adaption from ATT&CK. Click on the blue links to learn more about

each item, or search and view ATLAS tactics and technigues using the links at the top navigation bar. View the ATLAS matrix highlighted alongside ATT&CK Enterprise techniques on the ATLAS MNavigator.
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MITRE ATLAS - Case Study

Indirect Prompt Injection Threats: Bing Chat Data

Pirate

Reconnaissance® Resource . Initial 2 ML Model Execution® Persistence® Privile_ge& Defe_nse& Credential Discovery® Collection® ML Attack Exfiltration® Impact&
Development Access Access Escalation Evasion Access Staging
5 techniques 7 technigques 6 techniques 4 technigues 3 technigues 3 techniques 3 techniques 3 techniques 1 technique 4 technigues 3 technigques 4 techniques 4 technigues 6 techniques
Search for Victim's Acquire Public ML ML Supply ML Model User Poison Training LLM Prompt Evade ML Unsecured Discover ML ML Artifact Create Proxy Exfiltration via Evade ML
Publicly Available Artifacts Chain Inference API . ion & Data Injection Model iale & Model Collection ML ML Inference Model
) Execution Credentials
Research Compromise Access Ontology Model AP
Materials Obtain command and Backdoor ML LLM Plugin LLM Prompt Data from Denial of ML
—- Valid ML-Enabled Scripting Model Compromise Injection Discover ML Information Backdoor ML Exfiltration via Service
Search for Publicly Accounts & Product or nteroreter & Model Repositories & | Model Cyber
Available Adversarial Develop Service nierpreter LLM Prompt LLM LLM Family Means Spamming
Vulnerability Canabilities & Evade ML LM Pluai Injection Jailbreak Jailbreak Data from Local | Verify ML System
Analysis apabiliities Model Physical Compradtl Discover ML System & Attack LLM Meta with Chaff
ou Environment P Artifacts ¥y Prompt Data
search Victim-Owned || <OUEE Exploit Public- Access Craft Extraction
Websites Facing LLM Meta Adversarial Erode ML
. . — Full ML Model Prompt Data LLM Data Model
Search Application Bui}llshtpolsoned Access Extraction Leakage Integrity
Repositories aasels
LLM Prompt Cost
Active Poison Training Injection
8 Data
Scanning —
Establish Phishing External
Harms
Accounts &
1 Develop Capabilities The attacker created a website containing malicicous system prompts for the LLM to
ingest in order to influence the model's behawvior. These prompts are ingested by
the model when access to it is requested by the user.
2 LLM Prompt Injection: Indirect The cross prompt injection embedded into this maliciocous website was simply a
piece of regular text that has font size O. VWith this font size design, the text
will be obfuscated to human users who interact with the website, but will still
be processed as plain text by the LLM during ingest. Therefore, it is difficult
to detect with a human-in-the-loop.
3 Phishing: Spearphishing via Social After ingesting the malicicus system prompts embedded within the website, the LLM
Engineering L LM is directed to change its conversational behavior (to the style of a pirate in
this case) with the goal being to subtly convince the user to 1) provide the LLM
with the user's name, and 2) encourage the user to click on a URL that the LLM
will insert the user's name into.
<4 External Harms: User Harm VVith this user information, the attacker could now use the user's PII it has received (the
user's real name) for further identity-lewvel attacks. (For example,
identity theft or fraud).
3
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Open source - PyRit,Nemo
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Tooling- Opensource for LLM Validation - PyRiT

PyRiT for Gen Al

o Send malicious prompt

a Receive response from

PYRIT Agent GenAl system
Send new prompt based on
6 feedback from scoring engine
Receive response Send response to
from scoring engine scoring engine

PyRIT Scoring Engine

PyRiT Components

PyRIT Components

Interface Implementation

Local: local model (e.g., ONNX)
Target

Remote: APl or web app

Static: prompts
Datasets

Dynamic: Prompt templates

Single Turn: Using static prompts

Strat
i Multi Turn: Multiple conversations using
prompt templates
Storage: JSON, Database

Utils: Conversation, retrieval and storage,
memory sharing, data analysis

Memory




Tooling- Opensource for LLM Guardrails - NeMo

NeMo for Gen Al NeMo Components

Programmable Guardrails

s |
Programmable 1 Knowledge oo REtEVE
Application — G?.lardrails — Large Language Model Base . LEE XD rails . W
S20I3 — «— (LLM) N ;
Dialog rails LLM
1 —
Actions Aokt Execution [l :
Application code interacting with LLMs through programmable guardrails. (a.k.a. tools) | ----- pog rails
~

...................... Output rails

High-level flow through programmable guardrails.




Tooling- Opensource for LLM Guardrails - NeMo

Features

Guardrails Library

NeMo Guardrails comes with a library of built-in guardrails that you can easily use:

1. LLM Self-Checking

* Input Checking

» OQutput Checking

 Fact Checking

 Hallucination Detection
2. Community Models and Libraries

* AlignScore-based Fact Checking

» LlamaGuard-based Content Moderation

* Presidio-based Sensitive data detection

« BERT-score Hallucination Checking - [COMING SOON]
3. Third-Party APIs

» ActiveFence Moderation

» OpenAl Moderation API - [COMING SOON]
4. Other

» Jailbreak Detection Heuristics



AlShield - Guardian
Guardian in the Enterprise GenAl Tech Stack

Guardrail for Safe & Compliant Generative Al TS S TS SSssSsssssssssssssssssssssssssssssssss
User Interface

Guardian as a Firewall

Business Application

Enterprise network premises

Query, Query,
Response = o5 Response

LLM

v

4
<«

SRR I Infrastructure
AlShield.Guardian

Addresses Risks related to
* Input/output (e.g. filtering)
* Data protection and privacy risks (e.g. need to know basis)
* Cybersecurity risks (e.g. malicious behavior)




Future Challenges

fIShield



Summary

fIShield
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