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Introduction 
AI Security- What, Why Now?
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About Me

Manoj is an accomplished, recognized, and 
award-winning industry leader with 15+ years 
of experience at Nvidia and Bosch
•  Led and build $400 million/year revenue 

Product with 50+ team
• Developed technology innovation strategy 

for $1 billion revenue unit
• Has 25+ patents and 13+ research papers
• Alumnus of HEC, Paris; IIM Bangalore, 

Nirma University, and UC BerkelyManojkumar Parmar 
CEO,CTO
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Existing Information & Application security not enough

Framework & Regulatory 
unpreparedness

Threat & attack surface expansion

Loss of Brand, IP and Revenue

Increased AI adoption

The need to Secure AI

“For AI, Security cannot be an afterthought”



8

AI Security Standards, Regulations and 
Frameworks are coming to the fore
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The Risks to be addressed have been Experienced and 
Defined.
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Introducing  Secure AI Development Lifecycle

Prepare 
Data

Train Model/ 
Finetune Model

Validate 
Model

Deploy 
Model

Monitor 
Model1 2 3

▪ Scan for AI assets
▪ Safeguard AI/ML supply chain
▪ Preventing backdoors

▪ Threat Model Analysis
▪ AI Security Vulnerability Assessment
▪ Automated reporting

▪ Generative AI Guardrails
▪ Runtime model/application/workload protection
▪ Live Monitoring & Observability

SAST, SBOM, SCA for AI IAST, DAST, PenTest for AI WAF, RASP, CWP, DLP, SIEM for AI



Q: Who are the attackers? 
Q: What are the Attacks? 

A: Understand Attackers, &  
Attacks
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Why attackers think of succeeding?
Input -> Data : Attack Surfaces

1
2

Prepare Data Train Model Validate Model

Deploy ModelMonitor Model

Extraction
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Unsecure AI 

Evasion

Data Poisoning

Injecting malicious samples Scenario 
– Feedback loop having continuous 
intentional biased inputs to 

conversational AI application.

Model Extraction 

Steal/replicate IP

Scenario – Software stealing followed by 
unlicensed usage, malfunction and further attacks.

Model Evasion

Evade AI application analysis

Scenario - Camouflage from video surveillance or 
fraud detection applications leveraging adversarial 
examples.

Membership Inference

Access data record information

Scenario – Compromised personal data when 
hackers infer the AI/ML model and associated data.

Inference

Injection

https://boschaishield.com/resources/whitepaper/



Attacker Profiles – Top ones
Understand Attackers

Nation States Criminals Hacktivist Scriptkiddies

Type Outsider Outsider Outsider/Insider Outsider/Insider

Target
Capabilities, Industries Organisation, Product/services Organisation Product/services

Intention Strategic Tactical Operations Adhoc

Motive/Goal
Steal capabilities & Inflict 
Damage at Nation Level

Financial gain Reputational Damage, political 
cause, revenge

Fun, curiosity

Skill Level
(Arch type)

Advanced 
(Experts)

Advanced to High (Masters) Moderate
(Junior)

Moderate
(Amateur)

Operate
Cohesively without fear of legal 
retribution, leave no traces

In group with anonymy with 
specialised targets, leave a 
specific trace

Mostly alone or in smallgroup  
with a specific target, leave 
some traces

Alone and on impulse, leave 
many traces

Persona Example Syrian Electronic Army Lapsus$ LuzSec

AI Specific Example
Healthcare AI (Misdiagnosis) Automotive AI (Stealing) Generative AI (DALLE2) Generative AI (GPT3 

examples)
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Adversarial mean involving opposition – Impact & intent 
matters

Understand Attacks - Not all adversaries are bad but few are nasty

Positive
(Developers)

Negative
(Attackers)

Input -> Data

Robustness Poisoning, Evasion, Extraction, 
Inference, Model Perfomance 
degradation

Process -> Model Training

Generative Adversarial 
Network

Weak Models

Output -> Model

Ensemble Models Manipulated Model, Offesnive 
AI
(e.g. In malware)
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Impact & Intentions
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Difficulty 
Level

Attacker 
Gains

Attacker View



Why attackers think of succeeding?
Input -> Data: IID vs. OOD* - Simple intuition
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Real World Model’s World

User Model’s World

Training

Intended Use

Skilled Attacker Model’s World

Naive Attacker Model’s World

Attacker Use

* IID - Independent and identically distributed; OOD - Out-of-Distribution



Industry Consortium
MITRE Adversarial Threat landscape for AI Systems

1
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Reported Vulnerability an American enterprise security company
Spam Email Detector Evasion at 

Machine Learning researchers evaded ProofPoint's email protection 
system by first building a copy-cat email protection ML model, and 
using the insights to evade the live system

Reconnaissance Extraction Evasion

16 million+ customer accounts affected

…Golden Opportunity…

Hacker Phishing email Spam Detector Spam Email

Hacker with 
Model 

Knowledge
Crafted email Spam Detector Good Email

…Finalised Proposal…
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Attack & Kill Chain
BFSI sector – Credit Default Prediction Model

Model Extraction Attack:

▪ Credit Default Prediction Model predicts the probability that a customer does not pay back their credit card balance 
amount in the future based on their monthly customer profile (spend, payment, balance, risk factor etc.)

▪ With a model extraction attack, a hacker can extract the model (causing loss of IP) and use the replicated model to 
generate adversarial examples and evade the system. An extracted model also helps the hacker to infer the logic and 
data of the original AI model.

Adversary Kill-Chain

Identify the 
datasets and 
systems used 

by the AI/ML 
model.

Acquire Public ML 
Artifacts – Similar 
Datasets.

Posing as a 
legitimate user or 
actual user with 
malicious intent.

Query the model and 
train a model that 
replicates.

Stealing & violation 
of IP rights.

1.0  
Reconnaissance

2.0 
Resource 

Development

3.0 
ML Model Access

4.1 
Impact

-Model Extraction

4.0 
ML Attack Staging

5.1 
Impact

-Model Evasion

5.0 
ML Attack Staging

Generate 
adversarial 
examples to 
transferred to 

original model

Use adversarial 
examples to evade 
the AI/ML model.



Attack & Kill Chain [Extraction]
BFSI sector – Credit Default Prediction Model

1.0  
(Reconnaissance )

2.0 
(Resource Development)

3.0 
(ML Model Access)

4.0 
(ML Attack Staging)
• 4.1 (Impact)

Attacker posing as User

Organization

Query Engine Replication Model

Trained Model Deployed

(Credit score default prediction 

binary classification)

XGBoost model

Proprietary

Dataset

Train

Query Prediction

x y

Learned Labeled
Data Set (90,000 entries)

Generate

Choose

Train

4.0

4.1

Accuracy – 89.6%
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4.1

RMSE = 0.047Accuracy – 84.6% 



Generic AI/ML Risks 

Top 10 Machine Learning Security Risks (OWASP)
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https://owasp.org/www-project-ai-security-and-privacy-guide/ 

https://owasp.org/www-project-ai-security-and-privacy-guide/


Discovering threat model via 
simplified threat model tool 
by AIShield03



AIShield-Simplified threat model
Threat model discovery

2
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Tooling – 
Open source
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Widely known Open-source tooling
Adversarial Machine Learning Testing Tools

•Python library for testing vulnerability to adversarial examples.CleverHans:

•Provides tools to defend and evaluate models against various threats.ART (Adversarial Robustness Toolbox):

•A tool from Microsoft to automate the security testing of AI systems, predominately built on ARTCounterfit:

•  Creates adversarial examples that fool models in multiple frameworks.Foolbox:

• Focuses on image and graph data, supporting numerous attack and defense methods.DeepRobust:

•Specializes in generating adversarial attacks for NLP models.TextAttack:

•PyTorch toolbox for crafting real-world adversarial attacks.AdverTorch:

2
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Widely known Open-source tooling
Adversarial Machine Learning Testing Tools

Benefits
• Enhanced Security: Identifies vulnerabilities, 

improving model resilience.
•Comprehensive Testing: Supports a range of 

attack and defense strategies.
•Research and Development: Facilitates 

cutting-edge AI security research.

Drawbacks
• Complexity and Usability: Steep learning curve and high 

complexity in some tools.
•Performance Overhead: High computational resources 

required, increasing costs.
• Limited Scope: Specialization in certain attack types or 

data forms limits wider applicability.
•Model Dependency: Tied to specific frameworks, 

restricting use with other technologies.
•Generalization Issues: Defenses might not perform well in 

real-world scenarios outside test conditions.
• Trade-offs: Strengthening against attacks may reduce 

performance on standard inputs.
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Preparing for AI Security 
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Prepare holistically
What should you do?

2
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1 week 1 Month 1 Quarter 1 year & beyond

Culture
Educate relevant stakeholders 
on AI Security topic and its 
impact

Awareness across organisation Awareness across partners Awareness to vendors

Strategy
Create Inventory of AI Assets Prioritise the AI Assets 

inventory
Create inventory of suppliers AI 
Assets

Do the analysis of security 
practices and strenghten it 
with skilled staff

Install a program under CISO 
to adopt new security 
practices

Guideline & 
Governance

Prepare project specific 
guidelines

Implement project governance 
& Prepare for enterprise wide 
guidelines

Implement governance across 
organisation using available 
public guidelines as base

Implementation & 
Tools

Assess the impact of AI 
security threats for AI Assets 
using MITRE ATLAS Framework

Do a POC or pilot to ascertain  
the impact of AISecurity issues 
for prioritised AI Assets

Integrate AI Security tools in to 
the development tool chain 
and supply chains



Prepare holistically

Mapping NIST AI RMF Playbook Principles to AI Development Workflow

2
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GenAI Security
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Risks are Barrier to Secure & Compliant Generative AI adoption



Risks are Barrier to Secure & Compliant Generative AI adoption



LLM Attacks | Attack Surface

https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-v1_1.pdf
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Compute Network Storage

Foundation 
Models

Domain Models Model Hubs

Monitoring & 
Observability

Prompt Eng./ 
Fine Tuning

Vector DB

Model 
Deployment

API 
Orchestration

AI Guardrails/ 
Firewalls

Infrastructure Layer

Generative AI Models

Engineering for Generative AI (Middleware)

Generative AI Applications

App1 App2 AppN

Enterprise Generative AI Tech Stack Representative Vendors
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Compute Network Storage

Foundation 
Models

Domain Models Model Hubs

Monitoring & 
Observability

Prompt Eng./ 
Fine Tuning

Vector DB

Model 
Deployment

API 
Orchestration

AI Guardrails/ 
Firewalls

Infrastructure Layer

Generative AI Models

Engineering for Generative AI (Middleware)

Generative AI Applications

App1 App2 … App30

Representative Generative AI Tech Stack Integrations Requested

InUse Not in use New Introduction

SIEM

Data 
Logging

WAF

SOAR

ITSM

DLP



Q: How attacks are realized?
A: Kill Chains with Examples
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Example - Gen AI Chatbot Application
Adversary Motive Strategy Tactics Battlefield Attacks Defense

https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-v1_1.pdf



Example - Gen AI Chatbot Application | MITRE ATLAS
Adversary Motive Strategy Tactics Battlefield Attacks Defense

https://atlas.mitre.org/



Industry Consortium
MITRE Adversarial Threat landscape for AI Systems
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MITRE ATLAS – Case Study
Indirect Prompt Injection Threats: Bing Chat Data Pirate

3
9 https://atlas.mitre.org/



Tooling – 
Open source – PyRit,Nemo

08



Tooling- Opensource for LLM Validation - PyRiT

PyRiT for Gen AI PyRiT Components

4
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Tooling- Opensource for LLM Guardrails – NeMo 

NeMo for Gen AI NeMo Components

4
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Tooling- Opensource for LLM Guardrails – NeMo 
Features

4
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AIShield - Guardian

Guardrail for Safe & Compliant Generative AI

User Interface

Business Application

AIShield.GuArdIan

LLM

Infrastructure

Benefits:
LLM

Gen AI risk mitigation Leverage Gen AI safely PII leak protection

User Application 
UI AIShield.Guardian

LLM

Query, 
Response

Enterprise network premises

Query, 
Response

Guardian in the Enterprise GenAI Tech Stack

Guardian as a Firewall

Addresses Risks related to
• Input/output (e.g. filtering)
• Data protection and privacy risks (e.g. need to know basis)
• Cybersecurity risks (e.g. malicious behavior)

User Interface

Business Application

AIShield.GuArdIan

LLM

Infrastructure



Future Challenges
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Summary
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